
Datasets: 
§ An unlabeled dataset of simple and complex sentences 

judiciously by partitioning the standard en-wikipedia
dump, using readability metrics
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• Task: Text Simplification has numerous use-cases in education technology, targeted content creation and language learning.
• Background: Data driven simplification requires costly parallel simplification pairs, moreover current public datasets on simplification 

have been prone to noise. (Coster and Kauchak, 2011).
• Objective: We aim to make use of unlabeled corpora of simple and complex sentences to learn simplification knowledge.
• Results: Our analysis on public test data shows that the proposed model can perform text-simplification at both lexical and syntactic 

levels, competitive to existing supervised methods and unsupervised methods.
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Analysis & ConclusionExperiment & Results
§ Comparisons with supervised systems - NTS, SBMT, 

PBSMT, unsupervised systems – UNMT, USMT, ST. 
§ Both automatic and human evaluations are used to 

compare with existing baselines. 

Types of simplifications generated by the model:

Conclusion:
§ First attempt towards unsupervised neural text 

simplification that relies only on unlabeled text corpora.
§ Judicious selection of training corpora through readability 
§ In future, would like to incorporate training schemes to 

tackle complex syntactic simplification operations.
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Training Losses:
§ Reconstruction Loss: E-Gs is trained to reconstruct 

simple sentences and E-Gd is trained to reconstruct 
difficult sentences

§ Adversarial Loss: Distribution of Context vectors 
extracted by Gs from a complex sentence should 
resemble the context vectors from a simple sentence.

§ Diversification Loss: This helps E-Gs to learn to 
generate simple context vectors distinguishable from 
complex context vectors. 

§ Denoising Loss: Denoising is helpful to learn 
syntactic/structural transformations.

Architecture:
§ Built based on the encode-attend-decode architecture
§ Encoder E, Decoders Gs and Gd use layers of GRUs
§ Discriminator and Classifier enforce losses on attention 

vectors such that Gs generates simple sentences, given 
any input at encoder.
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